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PIV provides the capability of obtaining spatial measurements versus single point measurements from hot wire anemometry or Pitot tube. PIV enhances the capability of seeing coherent structures in the flow, and provides detailed data that may be used for direct comparison with numerical simulations. We develop new mathematical results for particles tracking and measuring software in new experimental setup, which are assuming unknown correspondence between the particles sets.

BACKGROUND

Well-known feature point tracking algorithms1,2,3 are not essentially differ from local scale-invariant features recognition algorithms4 . Very similar approaches for feature extraction3,4 and feature points tracing3,5 are used for PIV and recognition problems. We discuss two important parts of full PIV problem: 

1. selected feature points filtration;

2. feature points (or points sets) tracking.

This subproblems are considered on the new mathematical basis6, related with model-based methods and implicit functions technique. New kinds of mathematical models for a wide range of feature points sets are presented.

preprocessing for particles image

There are any ways to images features extraction2, but assume we have prepared for extraction grayscale image with many particles. Notice that consecutive images of original flows may have different average brightness. It is the lose conditions for tracking algorithms accomplishment. In this paper we can use the simplest brightness independent technique, related with binary features images:
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We can process original grayscale image 
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where 
[image: image3.wmf]N

– maximal brightness value, by means of two levels segmentation 
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The next possible way to segmentation improvement related with local segmentation levels 
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3. Processed binary image contains a lot of randomly placed points and points clusters on the plain. The main mathematical problem of features tracking is concluded in designing of distance functions5,9 for the arbitrary sets of points. Points tracking may be realized as point sets translations estimation for consecutive images. Assumed5 that points translations must be rigid (affine) for the fields of velocities estimation. Nevertheless, for the important problems of turbulent flows velocities estimation this supposition is not correct.

new distance functions definitions 

New analytical principles for distance functions design are presented in monograph6 and evolved in papers7,8 . Let 
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 usually defined by means of next axioms:
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2. 
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3. 
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In particular, basic Hilbert distance function9 presented as:
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where 
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 defines the metric space. Each space element 
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 usually be denominated as space point. Define point set object (PSO) in 
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 with dimension 
[image: image23.wmf]n

 and size 
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For the flat images 
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- size PSO, related with (1) or (2) defined as 
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. For the tracing and classification problem solutions we needs distance functions for the point sets objects (6). Usually extreme distance functions are used for this purposes: 
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Very often similarity measures5 
[image: image29.wmf])

,

(

2

1

n

k

n

k

W

W

W

s

 for PSO (6) are used. Like measures are based on generalized objects descriptions, for example, on angles between object vectors in 
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, and so on. Assumed equal sizes and dimensions for 
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 objects.
Define new conception for parameterize point set models7,8  by means of implicit function
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where 
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 may be acquired by means of distance functions 
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 (4),(5). For the flat images we can define model function in
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For the set of points and it’s models(9) we can use special algebraic operations6,10 named as 
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- operations for complex point set model design We needs 
[image: image43.wmf]R

– disjuncitons 
[image: image44.wmf]*

Ú

 for the complex model function as implicit function 
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– particular models 
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Now we define object distance function as 
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where 
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objects must have equal dimensions 
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 and they can have different sizes 
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 (it is not vectors). For (12) we can prove next theorem:

Theorem: function (12) will provide main axioms (4) for objects 
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 if particular models are presented as distance functions on 
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CONCLUSION
Presented constructive approach to distance functions design was realized in software for PIV experimental setup and estimated as very robust and exact particles tracing method. Basic theoretical results may be used for non-flat problems, for example, for 3-D object images recognition8 .
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